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#### Abstract

Here presented is the interrelationship between Eulerian polynomials, Eulerian fractions and Euler-Frobenius polynomials, Euler-Frobenius fractions, Bsplines, respectively. The properties of Eulerian polynomials and Eulerian fractions and their applications in B-spline interpolation and evaluation of Riemann zeta function values at odd integers are given. The relation between Eulerian numbers and B-spline values at knot points are also discussed.
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## 1 Introduction

Eulerian polynomial sequence $\left\{A_{n}(z)\right\}_{n \geq 0}$ is defined by the following summation (cf. for examples, [1], [2], and [3]):

$$
\begin{equation*}
\sum_{\ell \geq 0} \ell^{n} z^{\ell}=\frac{A_{n}(z)}{(1-z)^{n+1}}, \quad|z|<1 \tag{1.1}
\end{equation*}
$$

It is well-known that the Eulerian polynomial, $A_{n}(z)$ (see p. 244 of [3]), of degree $n$ can be written in the form

$$
\begin{equation*}
A_{n}(z)=\sum_{k=1}^{n} A(n, k) z^{k}, \quad A_{0}(z)=1 \tag{1.2}
\end{equation*}
$$

where $A(n, k)$ are called the Eulerian numbers that can be calculated by using

$$
\begin{equation*}
A(n, k)=\sum_{j=0}^{k}(-1)^{j}\binom{n+1}{j}(k-j)^{n}, \quad 1 \leq k \leq n \tag{1.3}
\end{equation*}
$$

and $A(n, 0)=1$. The Eulerian numbers are found, for example, in the standard treatises by Riordan [4], Comtet [3], Aigner [5], Grahm et al. [6], etc. However, their notations are not standard, which are shown by $A_{n, k}, A(n, k), W_{n, k},\left\langle\begin{array}{c}n \\ k\end{array}\right\rangle$, and $E(n, k)$, respectively. The Eulerian number $A(n, k)$ gives the number of permutations in the symmetric group of order $n$ that have exactly $k-1$ ascents, or equivalently, the number of permutation runs of length $k-1$ (cf. [3]), where in an ascending sequence of permutation, $j$ is a permutation ascent if the $j$ th term in the sequence less than the $j+1$ st term. A geometric interpretation of $A(n, k)$ is given in [8]. One may re-write (1.3) as

$$
A(n, k)=\sum_{j=0}^{n}(-1)^{j}\binom{n+1}{j}(k-j)_{+}^{n}, \quad 1 \leq k \leq n
$$

where $(a)_{+}=\max \{0, a\}$, which provides an interrelation between Eulerian numbers and B-spline values at knot points due to the expression of B-spline shown below in (1.5). It is well-known that the Eulerian fraction is a powerful tool in the study of the Eulerian numbers, Eulerian polynomial, Euler function and its generalization, Jordan function, number theory, etc. (cf. [9]). The classical Eulerian fraction, $\alpha_{n}(x)$, can be expressed in the form

$$
\begin{equation*}
\alpha_{n}(z):=\frac{A_{n}(z)}{(1-z)^{n+1}}, \quad z \neq 1 \tag{1.4}
\end{equation*}
$$

Polynomial spline functions can be considered as broken polynomials with certain smoothness, which are used to overcome the stiffness of polynomials, for instance the Runge phenomenon in the polynomial interpolation. $B$ spline functions are probably the most applicable one-dimensional polynomial spline functions, where $B$-spline, denoted by $M(x) \equiv M\left(x ; x_{0}, \ldots, x_{n}\right)\left(x_{0}<x_{x}<\cdots<x_{n}\right)$, is defined by

$$
\begin{equation*}
M\left(x ; x_{0}, \ldots, x_{n}\right)=\sum_{j=0}^{n} \frac{n\left(x_{j}-x\right)_{+}^{n-1}}{\omega^{\prime}\left(x_{j}\right)}, x \in \mathbb{R} \tag{1.5}
\end{equation*}
$$

where $\omega(x)=\left(x-x_{0}\right) \cdots\left(x-x_{n}\right)$ and $x_{+}=\max \{0, x\}$ (cf. [10]). The nth order cardinal forward $B$-spline $B_{n}=M(x ; 0,1, \ldots, n)$, or simply, B-spline of order $n$, can be defined by

$$
B_{n}(x)=\left(B_{n-1} * B_{1}\right)(x)=\int_{0}^{1} B_{n-1}(x-t) d t, \quad n \geq 2
$$

where $B_{1}$ is the characteristic function of the interval $[0,1)$. It is clear that $B_{n}(x) \in$ $C^{n-2}$ is a piecewise polynomial of degree $n-1$. One may find more details on the splines and $B$-splines in [9]-[13] and [14] and some applications in [15] and [16]. In [17], Dyn and Ron considered periodic exponential B-splines defined by weight functions $w_{i}(u)=e^{a_{i} u} r_{i}(u)$ with $r_{i}(u+1)=c r_{i}(u), a_{i} \in \mathbb{R}$, and showed these Bsplines possess a significant property of translation invariant and satisfy a generalized Hermite-Genocchi formula. Ron also defined the higher dimensional $n$-directional exponential box splines in [18].

In this paper, we are more interested in another approach to construct the exponential splines to the base $z$ by using a linear combination of the translations of a polynomial B-spline with combination coefficients $z^{j}$. The exponential splines to the base $z$ can be presented and evaluated by using exponential Euler polynomials (EEPs), which connect to some famous generating functions (GF's) in the combinatorics. The details can be found in Lecture 3 of [10] [11], [13], and Chapter 2 of [12]. For the sake of convenience, we shall briey quote them in the next section. This approach also build a strong interrelationship between two different fields of spline approximation and combinatorics. For instance, we shall see the equivalence between Eulerian polynomials and Euler-Frobenius polynomials, Eulerian numbers and B-spline values, Eulerian fractions and Euler-Frobenius fractions, etc. All of those as well as some properties will be presented in Section 2. The applications in spline image interpolation and wavelet analysis and evaluation of Riemann zeta function values at odd integers will be discussed in Section 3.

Only after finishing the paper did we find out that one of our results shown in Corollary 2.7, the relation between the Eulerian numbers and the B-spline values at integers, was obtained by Wang et al. in [20] using a different approach, where the relation was considered as the spline interpretation of Eulerian numbers. For the sake of readers' convenience, we retain the results. In [20], spline interpretation of refined Eulerian numbers was also given. However, the interrelationships among the Eulerian polynomials, spline functions, Eulerian fractions, and Euler-Frobenius polynomials, etc. and their applications are not discussed, which is the main body of this paper.

This paper is prepared partially based on the conference talk notes [19]. The author greatly appreciate the discussion with Carl deBoor since 2005 [21] and the valuable suggestions and the lecture [12] he offered fervently.

## 2 Eulerian polynomials and B-splines

Let $n$ be a non-negative integer. The symbol $S_{n}$ denote the class of splines of order $n$, i.e., functions $s(x)$ satisfying the following conditions: (1) $s(x) \in C^{n-1}(\mathbb{R})$ and (2) $s(x) \in \pi_{n}$ in each interval $(j, j+1), j=0, \pm 1, \pm 2, \ldots$, where $\pi_{n}$ is the class of polynomials of degree not exceeding $n$. An exponential spline $f \in S_{n}$ means an element in $S_{n}$ satisfying the functional equation

$$
\begin{equation*}
f(x+1)=c f(x) \tag{2.1}
\end{equation*}
$$

Let us recall the notations presented in the central part of Schoenberg's lectures on "Cardinal Spline Interpolation" (CSI) (cf. [10]). First, the exponential spline $\phi_{n}(x ; z)$ of degree $n$ to the base $z$ is defined by

$$
\phi_{n}(x ; z):=\sum_{-\infty}^{\infty} z^{j} B_{n+1}(x-j)
$$

where $B_{n}(x):=M(x ; 0,1, \cdots, n)$ denotes the cardinal B-spline, or simply, $B$-spline (cf. introduction). Obviously, $B_{n}(x) \in S_{n-1}$. Therefore, $\phi_{n} \in S_{n}$, and it is easy
to find $\phi_{n}$ satisfies $(2.1)$; i.e., $\phi_{n}(x+1 ; z)=z \phi_{n}(x ; z)$. In addition, $\phi_{n}(x ; z)$ is a polynomial in the interval $0<x<1$ with the form

$$
\phi_{n}(x ; z)=\frac{1}{n!}\left(1-z^{-1}\right)^{n} x^{n}+\text { lower degree terms }
$$

for $0<x<1$. Hence, $A_{n}(x ; z)$ (Noting $A_{n}(x ; z)$ is not $\left.A_{n}(x)\right)$ defined by

$$
\begin{equation*}
A_{n}(x ; z):=n!\left(1-z^{-1}\right)^{-n} \phi_{n}(x ; z), \quad 0 \leq x \leq 1, z \neq 0,1 \tag{2.2}
\end{equation*}
$$

is a monic polynomial in $0 \leq x \leq 1$, which is called the exponential Euler polynomial (EEP) of degree $n$ to the base $z$. Furthermore, from [10], the generating function of $\left\{A_{n}(x ; z)\right\}$ is

$$
\begin{equation*}
\frac{z-1}{z-e^{t}} e^{x t}=\sum_{n \geq 0} A_{n}(x ; z) \frac{t^{n}}{n!} \tag{2.3}
\end{equation*}
$$

If $x=0$, then (2.3) reduces to

$$
\begin{equation*}
\frac{z-1}{z-e^{t}}=\sum_{n \geq 0} \beta_{n}(z) \frac{t^{n}}{n!} \tag{2.4}
\end{equation*}
$$

where $\beta_{n}(z)=A_{n}(0 ; z)$. It is easy to see that

$$
\begin{equation*}
A_{n}(x ; z)=\sum_{j=0}^{n}\binom{n}{j} \beta_{j}(z) x^{n-j} \tag{2.5}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
A_{n}(1 ; z)=\sum_{j=0}^{n}\binom{n}{j} \beta_{j}(z) . \tag{2.6}
\end{equation*}
$$

Hence, we call $\beta_{n}(z)$ the Euler-Frobenius fraction for the reason shown below.
In addition, multiplying (2.4) by $z-e^{t}$ and comparing the coefficients of the powers of $z$, we have the relations

$$
\begin{equation*}
\beta_{0}(z)=1 \quad z \beta_{n}(z)=\sum_{k=0}^{n}\binom{n}{k} \beta_{k}(z) . \tag{2.7}
\end{equation*}
$$

Jointing (2.6) and (2.7) yields

$$
\begin{equation*}
A_{n}(1 ; z)=z A_{n}(0 ; z) \tag{2.8}
\end{equation*}
$$

Finally, we call

$$
\begin{equation*}
\Pi_{n}(z):=\beta_{n}(z)(z-1)^{n} \equiv A_{n}(0 ; z)(z-1)^{n} \tag{2.9}
\end{equation*}
$$

the Euler-Frobenius polynomials. Since

$$
\begin{equation*}
A_{n}(0 ; z):=n!\left(1-z^{-1}\right)^{-n} \phi_{n}(0 ; z)=n!\left(1-z^{-1}\right)^{-n} \sum_{-\infty}^{\infty} z^{j} B_{n+1}(-j) \tag{2.10}
\end{equation*}
$$

$\Pi_{n}(z)$ defined by (2.9) can be written as

$$
\begin{equation*}
\Pi_{n}(z)=n!\sum_{-\infty}^{\infty} B_{n+1}(-j) z^{n+j}=n!\sum_{j=0}^{n-1} B_{n+1}(n-j) z^{j}=n!\sum_{j=0}^{n-1} B_{n+1}(j+1) z^{j} \tag{2.11}
\end{equation*}
$$

From (2.11), we know $\Pi_{n}(z)$ has $n-1$ zeros, and all of them are negative and simple. In addition, $\lambda$ is a zero of $\Pi_{n}$ if and only if $1 / \lambda$ is its zero. The proofs can be found, for example, from [12].

Thus, we have two triples of concepts from combinatorics and spline approximation, respectively, namely, Eulerian polynomials, Eulerian numbers, and Eulerian fractions, $\left(A_{n}(z), \alpha(z), A(n, k)\right)$, and Euler-Frobenius polynomials, Euler-Frobenius fractions, and B-spline values, $\left(\Pi_{n}(z), \beta_{n}(z), B_{n}(k)\right)$, where $n \geq k \geq 0$ We now establish a connection between them, i.e., Eulerian polynomials and , Euler-Frobenius polynomials, Eulerian fractions and the coefficients of Euler-Frobenius polynomials, and Eulerian numbers and discrete B-splines $\left\{B_{n}(k)\right\}_{n \geq k \geq 0}$.

Theorem 2.1 Let $\Pi_{n}(z)$ and $\beta_{n}(z)$ be the polynomials defined by (2.9) and (2.4), respectively, and let Eulerian polynomials $A_{n}(z)$ and Eulerian fractions $\alpha_{n}(z)$ be defined by (1.1) and (1.4), respectively. Then we can set the interrelationship between the concepts as

$$
\begin{align*}
& A_{n}(z)= \begin{cases}\Pi_{n}(z)=1 & \text { if } n=0 \\
z \Pi_{n}(z) & \text { if } n>0\end{cases}  \tag{2.12}\\
& \beta_{n}(z)= \begin{cases}(1-z) \alpha_{n}(z)=1 & \text { if } n=0 \\
\frac{1-z}{z}(-1)^{n} \alpha_{n}(z) & \text { if } n>0\end{cases} \tag{2.13}
\end{align*}
$$

Proof. From (2.4) and (2.9) we have

$$
\frac{1}{e^{t}-z}=\sum_{n \geq 0} \frac{\Pi_{n}(z)}{(1-z)^{n+1}} \frac{(-t)^{n}}{n!}
$$

Transferring $t$ to $-t$, we change the above equation as

$$
\frac{e^{t}}{1-z e^{t}}=\sum_{n \geq 0} \frac{\Pi_{n}(z)}{(1-z)^{n+1}} \frac{t^{n}}{n!}
$$

The left-hand side of the above equation can be expanded as

$$
\frac{e^{t}}{1-z e^{t}}=\sum_{\ell \geq 0} z^{\ell} e^{(\ell+1) t}=\sum_{\ell \geq 0} \sum_{n \geq 0}(\ell+1)^{n} z^{\ell} \frac{t^{n}}{n!}
$$

Comparing the right-hand sides of the last two equations yields

$$
\begin{equation*}
\frac{\Pi_{n}(z)}{(1-z)^{n+1}}=\sum_{\ell \geq 0}(\ell+1)^{n} z^{\ell} \tag{2.14}
\end{equation*}
$$

In the introduction, the definitions of Eulerian polynomials and Eulerian fractions are given in (1.1) and (1.4), respectively. Comparing (1.1) and (2.14), we obtain (2.12). Therefore, (2.13) is implied by using (2.12) in the comparison of (1.4) and (2.9) and noting $\beta_{n}(z)=A_{n}(0 ; z)$.

From Theorem 2.1, we know that $\Pi_{0}(z)=1=E_{0}(z) ; \Pi_{1}(z)=1, E_{1}(z)=z$; $\Pi_{2}(z)=1+z, \quad E_{2}(z)=z+z^{2}$, etc.
Remark 2.1 Some immediate results can be found from Theorem 2.1. For examples, (2.14) implies

$$
\begin{equation*}
\Pi_{n+1}(z)=(1+n z) \Pi_{n}(z)+z(1-z) \Pi_{n}^{\prime}(z) \tag{2.15}
\end{equation*}
$$

Consequently, from (2.12) we have

$$
A_{n+1}(z)=(n+1) z A_{n}(z)=z(1-z) A_{n}^{\prime}(z)
$$

and from (1.4)

$$
\alpha_{n+1}(z)=z \alpha_{n}^{\prime}(z)-(n+1) \alpha_{n}(z) .
$$

Using Theorem 2.1, we can obtain many (well-known or non-well-known) properties of Eulerian polynomials, Eulerian numbers, and Eulerian fractions from the properties of Euler-Frobenius polynomials, $B$-splines, and EEPs and vice versa. Here are few examples.

Corollary 2.2 Eulerian polynomials can be defined by

$$
A_{n}(z)=n!\sum_{j=1}^{n} B_{n+1}(j) z^{j}
$$

where $B_{n}(x)$ denotes the cardinal forward $B$-spline of order $n$.
Proof. This is a straight result from Theorem 2.1 and expression (2.11).

Remark 2.2 It is well-known that cardinal forward B-spline $B_{n}(x)$ satisfies

$$
B_{n+1}(k)=\frac{n-k+1}{n} B_{n}(k-1)+\frac{k}{n} B_{n}(k),
$$

or equivalently,

$$
\begin{equation*}
B_{n+1}(k)=\frac{1}{n!} \sum_{j=0}^{n+1}(-1)^{j}\binom{n+1}{j}(k-j)_{+}^{n}=\frac{1}{n!} \sum_{j=0}^{k}(-1)^{j}\binom{n+1}{j}(k-j)^{n} \tag{2.16}
\end{equation*}
$$

for $1 \leq k \leq n$, where $(k-j)_{+}^{0}=1$ if $k \geq j$ and 0 otherwise, and $(k-j)_{+}^{m-1}=$ $(k-j)^{m-1}$ if $k \geq j$ and 0 otherwise and the first equation can be seen in P. 11 of [10] or P. 135 of [14]. Formula (2.16) can also be derived from two expressions of
$\Pi_{n}(z)$ shown as in (2.9) and (2.14). In fact, multiplying $(1-z)^{n+1}$ on both sides of (2.14) yields

$$
\begin{aligned}
& \Pi_{n}(z)=(1-z)^{n+1} \sum_{\ell \geq 0}(\ell+1)^{n} z^{\ell} \\
= & \sum_{\ell \geq 0} \sum_{k=0}^{n+1}(-1)^{k}\binom{n+1}{k}(\ell+1)^{n} z^{\ell+k}=\sum_{j \geq 0} \sum_{\ell=0}^{j}(-1)^{j-\ell}\binom{n+1}{j-\ell}(\ell+1)^{n} z^{j} \\
= & \sum_{j \geq 0} \sum_{\ell=0}^{j+1}(-1)^{\ell}\binom{n+1}{\ell}(j-\ell+1)^{n} z^{j} .
\end{aligned}
$$

Comparing the coefficients of $z^{j}$ on rightmost side of the last equation and the righthand side of (2.11), we obtain

$$
B_{n+1}(j+1)=\frac{1}{n!} \sum_{\ell=0}^{j+1}(-1)^{\ell}\binom{n+1}{\ell}(j+1-\ell)^{n}, \quad 0 \leq j \leq n
$$

i.e., (2.16) when $k=j+1$, and

$$
B_{n+1}(j+1)=\frac{1}{n!} \sum_{\ell=0}^{j+1}(-1)^{\ell}\binom{n+1}{\ell}(j+1-\ell)^{n}=\left.\frac{1}{n!} \Delta^{j+1} t^{n}\right|_{t=0}=0
$$

for all $j \geq n$.
Corollary 2.3 The generating functions of $\left\{A_{n}(z)\right\}$ and $\left\{\alpha_{n}(z)\right\}$ are respectively

$$
\begin{align*}
& \frac{(1-z) z e^{t(1-z)}}{1-z e^{t(1-z)}}=\sum_{n \geq 0} A_{n}(z) \frac{t^{n}}{n!}  \tag{2.17}\\
& \frac{1}{1-z e^{t}}=\sum_{n \geq 0} \alpha_{n}(z) \frac{t^{n}}{n!} \tag{2.18}
\end{align*}
$$

Proof. Using transform $t \mapsto t(z-1)$ into (2.4) and, then, substituting relations (2.9) and (2.12) successively in the resulting equation, we have (2.17).

Similarly, substituting (2.13) into (2.4) yields (2.18).

Remark 2.3 From (2.17), we can show formula [5i] of [3] readily. By using transform $t \mapsto t(z-1)$ into (2.4) and then substituting relations (2.9) and (2.12) in the resulting equation we obtain

$$
1+\frac{1}{z} \sum_{n \geq 1} A_{n}(z) \frac{t^{n}}{n!}=\frac{z-1}{z-e^{t(z-1)}}
$$

Hence,

$$
\sum_{n \geq 0} A_{n}(z) \frac{t^{n}}{n!}=\frac{(z-1) z}{z-e^{t(z-1)}}-z+1=\frac{1-z}{1-z^{t(1-z)}}
$$

which gives formula [5i] on page 244 of [3].

Corollary 2.4 Let Eulerian fractions $\alpha_{n}(z)$ be defined by (1.4). Then $\beta_{n}(z)$ can be evaluated recursively by using the relation

$$
\begin{equation*}
\alpha_{0}(z)=\frac{1}{1-z}, \quad(-1)^{n} z \alpha_{n}(z)=\frac{z}{1-z}+\sum_{k=1}^{n}(-1)^{k}\binom{n}{k} \alpha_{k}(z) \tag{2.19}
\end{equation*}
$$

for $n>0$.
Proof. Obviously, (2.19) is the result of the substitution of (2.13) into (2.7).

Let $z \neq 0,1$. It is well-known that the Eulerian fraction defined by (1.4) can be written as

$$
\begin{equation*}
\alpha_{n}(z)=\sum_{j=0}^{n} j!S(n, j) \frac{z^{j}}{(1-z)^{j+1}} \tag{2.20}
\end{equation*}
$$

where $S(n, j)$ are the Stirling numbers of the second kind, i.e., $j!S(n, j)=\left[\Delta^{j} t^{n}\right]_{t=0}$, or equivalently, the number of partitions of $n$ distinct elements in $j$ blocks. Hence, from (2.13) and the above formula we have an expression in terms of $\beta_{n}(z)$ accordingly.
Corollary 2.5 Let $\beta_{n}(z)$ be the Euler-Frobenius fractions defined by (2.4). Then

$$
\begin{equation*}
\beta_{n}(z)=(-1)^{n} \sum_{j=0}^{n} j!S(n, j) \frac{z^{j-1}}{(1-z)^{j}} \tag{2.21}
\end{equation*}
$$

where $S(n, j)$ are the Stirling numbers of the second kind.
Thus, from (2.2), the Euler polynomial of degree $n$ defined by (2.3) for $z=-1$ can be written as

$$
A_{n}(x ;-1)=n!2^{n} \sum_{-\infty}^{\infty}(-1)^{j} B_{n+1}(x-j)
$$

We shall give other expressions of Euler polynomials in terms of Eulerian fractions and Eulerian polynomial values by using Theorem 2.1.

Corollary 2.6 Let $A_{n}(x ;-1)$ be the Euler polynomial of degree $n$ defined by expansion (2.3). Then it can be expressed as

$$
\begin{aligned}
A_{n}(x ;-1) & =\sum_{j=0}^{n}\binom{n}{j}(-1)^{j+1} \alpha_{j}(-1) x^{n-j}=\sum_{j=0}^{n}\binom{n}{j} \frac{(-1)^{j+1}}{2^{j}} A_{j}(-1) x^{n-j} \\
& =\sum_{j=0}^{n} \sum_{k=1}^{j}\binom{n}{j} \frac{(-1)^{j+k+1} j!}{2^{j}} B_{j+1}(k) x^{n-j}
\end{aligned}
$$

Proof. The first expression is from (2.9) for $z=-1$ and (2.21) in Theorem 2.1. By substituting (2.18) for $z=-1$ into the first expression, we obtain the second expression, from which the rightmost equation is derived by using (2.13) for $z=-1$ and (2.20) in Theorem 2.1.

Using (2.12) of Theorem 2.1 in the comparison between (1.2) and (2.11), we immediately have the following corollary (see [20] in a different approach).

Corollary 2.7 (also see [20]) Let Eulerian numbers $A(n, k)$ be defined by (1.2). Denote the cardinal forward $B$-spline of order $n$ by $B_{n}(x)$. Then

$$
\begin{equation*}
A(n, k)=n!B_{n+1}(k) \quad(n>0) \tag{2.22}
\end{equation*}
$$

Remark 2.4 Since the Eulerian number $A(n, k)$ gives the number of permutations in the symmetric group $S_{n}$ that have exactly $k-1$ ascents, (2.22) implies that $B_{n+1}(k)$ give the probability of the the event when the permutations in the symmetric group $S_{n}$ that have exactly $k-1$ ascents. In addition, expression (3) in Chapter 1 in [22] shows that the values of $B$-spline functions can be defined as the $n$ ! multiple of the volumes of slices of a $n$-dimensional cube. Hence, from the translation formula (2.22), one can immediately give another proof of the result shown in [23] as well as other geometric explanation of Eulerian numbers.

Furthermore, some well-known identities such as [5e], [5e'], and [5h], listed on pages 242-243 in [3] and cited below:

$$
\begin{aligned}
& A(n, k)=(n-k+1) A(n-1, k-1)+k A(n-1, k), \\
& A(n, k)=A(n, n-k+1) \\
& x^{n}=\sum_{k=1}^{n} A(n, k)\binom{x+k-1}{n},
\end{aligned}
$$

can be proved trivially using the corresponding identities of B-splines and (2.22). For instance, the second equation of (2.16) implies the first formula. From the symmetry of the B-spline values about the midpoint of the spline's support, one may have the second formula. The third one is also obvious from a well-known property of Bsplines.

## 3 Applications in B-spline image interpolation and computational number theory

The essential property of B-splines $B_{n}(x)$ of order $n$ is to provide a basis of the subspace of all continuous or differentiable piecewise polynomial functions of degree $n$. Image interpolation plays a central role in many applications in image processing and engineerings. B-spline interpolation is a powerful tool in the image interpolation. In the case of equally spaced integer knot point, any piecewise polynomial function $a_{n+1}(x)$ of degree $n$ with $C^{n-1}$ continuity can be presented as

$$
\begin{equation*}
a_{n+1}(x)=\sum_{j=-\infty}^{\infty} c_{n}(j) B_{n+1}(x-j) \tag{3.1}
\end{equation*}
$$

where $a_{n+1}(x)$ is uniquely determined by its B -spline coefficients $\left\{c_{n}(j)\right\}$. For a given positive integer $m$, let us consider a discrete signal $\left\{f_{m}(k)\right\}$ defined on $k=$ $0, \pm 1, \pm 2, \ldots$, where $f_{m}(k)=f(\ell)$ if $k=m \ell$ and 0 otherwise. We now seek the
interpolatory function $a_{n+1}(x)$ of the form shown in (3.1) such that

$$
\begin{equation*}
f_{m}(k)=a_{n+1}\left(\frac{k}{m}\right)=\sum_{j=-\infty}^{\infty} c_{n}(j) b_{n+1, m}(k-j m) \tag{3.2}
\end{equation*}
$$

where $b_{n+1, m}(k)$ are discrete splines of order $n+1$ with respect to $m \in \mathbb{N}$ defined by sampling continuous $B_{n+1}(x)$. More precisely, from [14] (P.135), we have

$$
B_{n}(x)=\sum_{j=0}^{n} \frac{(-1)^{j}}{(n-1)!}\binom{n}{j}(x-j)_{+}^{n-1}
$$

where $(x-j)_{+}^{0}=1$ if $x \geq j$ and 0 otherwise, and $(x-j)_{+}^{m-1}=(x-j)^{m-1}$ if $x \geq j$ and 0 otherwise. Thus, we define $b_{n, m}(k)$ by

$$
\begin{equation*}
b_{n, m}(k) \equiv B_{n}\left(\frac{k}{m}\right)=\frac{1}{m^{n-1}} \sum_{j=0}^{n} \frac{(-1)^{j}}{(n-1)!}\binom{n}{j}(k-j m)_{+}^{n-1} \tag{3.3}
\end{equation*}
$$

In [24], Unser, Aldroubi, and Eden presented a method for the image interpolation using fast B-spline transform as follows. The key steps are to take the $Z$-transform to (3.2) as

$$
F\left(z^{m}\right)=B_{n+1, m}(z) C_{n}\left(z^{m}\right)
$$

where $B_{n+1, m}(z)$ is the $Z$-transform of $\left\{b_{n+1, m}(k)\right\}_{k}$, and use a polynomial sequence $\left\{A^{n}(z)\right\}$ in $z^{-1}$ defined by

$$
A^{n}(z)=\left(1-z^{-1}\right)^{n+1} \sum_{j=-\infty}^{\infty} j^{n} z^{-j} \mu(j)
$$

where $\mu(k)$ is the step function taking value 1 when $x \geq 0$ and 0 otherwise. However, the computational manner of $A^{n}(z)$ is lacked in [24]. Actually, transferring $z$ to $z^{-1}$ in $A^{n}(z)$ yields

$$
A^{n}\left(z^{-1}\right)=(1-z)^{n+1} \sum_{j \geq 0} j^{n} z^{j}=A_{n}(z)
$$

Thus, $A^{n}(z)$ is the $n$th Eulerian polynomial in terms of $z^{-1}$ from a simple observation of (1.1), namely,

$$
\begin{equation*}
A^{n}(z)=A_{n}\left(z^{-1}\right) \tag{3.4}
\end{equation*}
$$

Thus, following the process of [24] and using Eulerian polynomials, we obtain the $Z$-transform of $\left\{b_{n+1, m}(k)\right\}$ as

$$
\begin{aligned}
& B_{n+1, m}(z)=\frac{1}{m^{n}} \sum_{k=-\infty}^{\infty}\left(\sum_{j=0}^{n+1} \frac{(-1)^{j}}{n!}\binom{n+1}{j}(k-j m)_{+}^{n}\right) z^{-k} \\
= & \frac{1}{m^{n}} \sum_{j=0}^{n+1} \frac{(-1)^{j}}{n!}\binom{n+1}{j} z^{-j m} \sum_{k=-\infty}^{\infty} k^{n} z^{-k} \mu(k) \\
= & \frac{A_{n}\left(z^{-1}\right)}{\left(1-z^{-1}\right)^{n+1} m^{n}} \sum_{j=0}^{n+1} \frac{(-1)^{j}}{n!}\binom{n+1}{j} z^{-j m}=\frac{1}{m^{n}} \frac{A_{n}\left(z^{-1}\right)}{n!}\left(\frac{1-z^{-m}}{1-z^{-1}}\right)^{n+1} .
\end{aligned}
$$

From (1.2) and Theorem 2.1, we know that

$$
\frac{A_{n}\left(z^{-1}\right)}{n!}=\sum_{k=1}^{n} \frac{A(n, k)}{n!} z^{-k}=\sum_{k=1}^{n} B_{n+1}(k) z^{-k}
$$

Therefore,

$$
B_{n+1, m}(z)=\frac{1}{m^{n}}\left(\sum_{j=0}^{m-1} z^{-j}\right)^{n+1} \sum_{k=1}^{n} B_{n+1}(k) z^{-k}
$$

Therefore, noting $A_{n}\left(z^{-1}\right) / n!=z \Pi_{n}\left(z^{-1}\right) / n!=\sum_{k=1}^{n} B_{n+1}(k) z^{-k}$ and denoting $B_{0, m}(z)=\sum_{j=0}^{m-1} z^{-j}$, we obtain the solution of the B-spline image interpolation as

$$
\begin{equation*}
C_{n}\left(z^{m}\right)=n!m^{n} F\left(z^{m}\right) /\left(A_{n}\left(z^{-1}\right) B_{0, m}^{n+1}(z)\right)=n!m^{n} F\left(z^{m}\right) /\left(z \Pi_{n}\left(z^{-1}\right) B_{0, m}^{n+1}(z)\right) \tag{3.5}
\end{equation*}
$$

Surveying the above result based on [24], we have
Proposition 3.1 The B-spline image interpolation problem (3.2) has a unique solution $\left\{c_{n}(j)\right\}$ with its $Z$-transform $C_{n}\left(z^{m}\right)$ shown in (3.5). In particular, if $m=1$, (3.2) is the cardinal B-spline interpolation with the solution

$$
\begin{equation*}
C_{n}(z)=n!F(z) / A_{n}\left(z^{-1}\right) \tag{3.6}
\end{equation*}
$$

or equivalently,

$$
c_{n}(j)= \begin{cases}n!\sum_{\ell=-j}^{0} f_{1}(-j-\ell-1) e(n, \ell) & \text { if } j \leq 0  \tag{3.7}\\ n!\sum_{\ell=0}^{j-1} f_{1}(-j-1) e(n, \ell) & \text { if } j \geq 1\end{cases}
$$

where $\left\{f_{1}(j)\right\}_{j=-\infty}^{\infty}$ is the given data set and

$$
\begin{equation*}
e(n, \ell)=-\sum_{k \geq 1} A(n, k+1) e(n, \ell-k) \tag{3.8}
\end{equation*}
$$

Proof. Let $1 / A_{n}(z)=(1 / z) \sum_{\ell \geq 0} e(n, \ell) z^{\ell}$. From

$$
1=\frac{1}{z} A_{n}(z) \sum_{\ell \geq 0} e(n, \ell) z^{\ell}=\sum_{k \geq 0} A(n, k+1) z^{k} \sum_{\ell \geq 0} e(n, \ell) z^{\ell}
$$

and noting $A(n, 1)=1$, we obtain (3.8) for the expressions of coefficients of reciprocal series of $1 / A_{n}\left(z^{-1}\right)$. And (3.6) suggests

$$
\begin{aligned}
& C_{n}(z) \\
= & n!z F(z) \sum_{\ell \geq 0} e(n, \ell) z^{-\ell}=n!\sum_{j=-\infty}^{\infty} f_{i}(j-1) z^{-j} \sum_{\ell \geq 0} e(n, \ell) z^{-\ell} \\
= & n!\left(\sum_{j \geq 0} f_{1}(j-1) z^{-j} \sum_{\ell \geq 0} e(n, \ell) z^{-\ell}+\sum_{j \geq 1} f_{1}(-j-1) z^{j} \sum_{\ell \geq 0} e(n, \ell) z^{-\ell}\right),
\end{aligned}
$$

which implies (3.7) by using Cauchy series multiplication.

From Theorem 2.1 and (2.11), we have

$$
\begin{aligned}
A_{n}\left(z^{-1}\right) & =z^{-1} \Pi_{n}\left(z^{-1}\right)=n!z^{-1} \sum_{j=0}^{n-1} B_{n+1}(j+1) z^{-j} \\
& =n!\sum_{j=1}^{n} B_{n+1}(j) z^{-j}=n!Z\left(\left\{B_{n+1}(j)\right\}_{j \in \mathbb{Z}}\right)
\end{aligned}
$$

where $Z\left(\left\{B_{n+1}(j)\right\}_{j \in \mathbb{Z}}\right)$ is the $Z$-transform of $\left.\left\{B_{n+1}(j)\right\}_{j \in \mathbb{Z}}\right\}$. Hence, besides the multiple of $n!$, nth order Eulerian polynomial in terms of $z^{-1}$ is the $Z$-transform of the discrete B-spline.

For $m=1$, with a slight modification in (3.1) one may obtain the fundamental cardinal spline function presented in [10]:

$$
\begin{equation*}
\tilde{a}_{n}(x)=\sum_{j=-\infty}^{\infty} c_{n}(j) B_{n}\left(x+\frac{n}{2}-j\right) \tag{3.9}
\end{equation*}
$$

where the cardinal B-spline basis function has support centered at 0 . Using $\tilde{a}_{n}(x)$ as the interpolation basis functions, we need

$$
\sum_{j=-\infty}^{\infty} c_{n}(j) B_{n}\left(\frac{n}{2}+k-j\right)=\delta_{k, 0}, \quad j \in \mathbb{Z}
$$

where $\delta_{k, 0}$ is the Kronecker symbol. Taking the $Z$-transformation on the both sides of the last equation yields

$$
\tilde{C}_{n}(z) \tilde{B}_{n}(z)=1
$$

and solve $\tilde{C}_{n}(z)=1 / \tilde{B}_{n}(z)$, where

$$
\tilde{C}_{n}(z)=\sum_{j \in \mathbb{Z}} c_{n}(j) z^{-j}
$$

and

$$
\tilde{B}_{n}(z)=\sum_{j \in \mathbb{Z}} B_{n}\left(\frac{n}{2}+j\right) z^{-j}=\sum_{j \in \mathbb{Z}} B_{n}\left(\frac{n}{2}+j\right) z^{j}
$$

The last equation comes from the symmetry of $B_{n}(j+n / 2)=B_{n}(n-j-n / 2)$ and the compactness of the support of $B_{n}$. We call both expressions of $(n-1)!\tilde{B}_{n}(z)$ the fundamental Eulerian polynomial or fundamental Euler-Frobenius polynomial of order $n$.

By surveying the above results, we have
Proposition 3.2 For any $n \in \mathbb{N}$, the Eulerian polynomial $A_{n}\left(z^{-1}\right)=n!\sum_{j \in \mathbb{Z}}$ $B_{n+1}(j) z^{-j}$ is a constant multiple of the $Z$-transform of $\left\{B_{n+1}(j)\right\}_{0 \leq j \leq n+1}$, or equivalently, $\hat{A}_{n}(t)=n!\sum_{j \in \mathbb{Z}} B_{n+1}(j) e^{i j t}$ is the Fourier transform of $\left\{B_{n+1}(j)\right\}_{0 \leq j \leq n+1}$ up to a constant multiple. And the fundamental Eulerian polynomials $(n-1)!\sum_{j \in \mathbb{Z}} B_{n}(j+$ $n / 2) z^{j}$ is a constant multiple of the $Z$-transform of $\left\{B_{n}(j+n / a)\right\}_{j \in \mathbb{Z}}$.

From [25], one may find the fundamental Eulerian polynomials are strictly positive. [26] presents an extension of the fundamental Eulerian polynomials to the higher dimensional setting:

$$
P_{\Xi}(x):=\sum_{j \in \mathbb{Z}^{d}} M_{\Xi}(j) e^{i j x}, \quad x \in \mathbb{R}^{d}
$$

where $M_{\Xi}$ is the box-spline generated by vector set $\Xi=\left\{\xi_{1}, \ldots, \xi_{n}\right\}, \xi \in \mathbb{Z}^{d}$. In the bivariate case $(d=2),[26]$ proves the following conjecture: The polynomials $P_{\Xi}$ are strictly positive iff the box-splines $M_{\Xi}(\cdot-j), j \in \mathbb{Z}^{d}$, are linearly independent. If the conjecture is valid in general $(d>2)$, then it would imply that fundamental cardinal interpolation is well posed when the obvious necessary condition of linear independence is satisfied. For case $d=2,[27]$ shows that the box-splines are linearly independent only on the regular three-direction mesh, i.e., $\Xi=\{(1,0),(0,1),(1,1)\}$. Thus, the fundamental cardinal bivariate box-spline interpolation over the regular three-direction mesh is well posed.

We now consider the application of Euler-Frobenius fractions, $\beta_{n}(z)(|z| \leq 1)$, defined by (2.9), in computational number theory. Denote

$$
\begin{equation*}
\gamma_{n}(z)=\frac{2(-1)^{n}}{1+z} \beta_{n}\left(-\frac{1}{z}\right) \tag{3.10}
\end{equation*}
$$

where $z \in[1,1+c], c>0$. Thus, from (2.14), we have

$$
\begin{align*}
& \gamma_{n}(z)=\frac{2(-1)^{n}}{1+z} \beta_{n}\left(-\frac{1}{z}\right)=\frac{2 \Pi_{n}\left(-\frac{1}{z}\right)}{z\left(1-\left(-\frac{1}{z}\right)\right)^{n+1}} \\
= & \frac{2}{z} \sum_{\ell \geq 0}(\ell+1)^{n}(-z)^{-\ell}=-2 \sum_{\ell \geq 1} \ell^{n}(-z)^{-\ell} . \tag{3.11}
\end{align*}
$$

We can also obtain the generating function of $\left\{\gamma_{n}(z)\right\}$ from (2.4):

$$
\begin{equation*}
\sum_{n \geq 0} \gamma_{n}(z) \frac{t^{n}}{n!}=\frac{2}{1+z} \sum_{n \geq 0} \beta_{n}\left(-\frac{1}{z}\right) \frac{(-t)^{n}}{n!}=\frac{2}{1+z} \frac{-\frac{1}{z}-1}{-\frac{1}{z}-e^{-t}}=\frac{2 e^{t}}{z+e^{t}} \tag{3.12}
\end{equation*}
$$

Recall the Euler polynomials $A_{n}(x ;-1)$ defined by $(2.3)$ with $z=-1$, we know that $\gamma_{n}(1)=A_{n}(1 ;-1)$. In addition, it is easy to see $\gamma_{-1}(1)=2 \ln 2$ and

$$
\begin{equation*}
\gamma_{-n}(1)=-2\left(2^{1-n}-1\right) \zeta(n) \tag{3.13}
\end{equation*}
$$

where $\zeta(z)$ is the Riemann zeta function, and $n>1$ is an integer. Finally, for $z \geq 1$,

$$
\begin{equation*}
\varlimsup_{n \rightarrow \infty}\left(\frac{\left|\phi_{n}(z)\right|}{n!}\right)^{1 / n} \leq \frac{1}{\pi} \tag{3.14}
\end{equation*}
$$

and thus the series in Eq. (3.12) converges absolutely for $|t|<\pi$.

For any positive integer $k$, we have

$$
\begin{aligned}
0 & =\sum_{n=1}^{\infty} \frac{(-u)^{-n} \sin (n \pi)}{n^{2 k}}=\sum_{n=1}^{\infty} \frac{(-u)^{-n}}{n^{2 k}} \sum_{j=0}^{\infty}(-1)^{j} \frac{(n \pi)^{2 j+1}}{(2 j+1)!} \\
& =\sum_{j=0}^{\infty} \frac{(-1)^{j+1} u \pi^{2 j+1}}{2(2 j+1)!} \gamma_{2 j+1-2 k}(u) \\
& =\sum_{j=0}^{k-1} \frac{(-1)^{j+1} u \pi^{2 j+1}}{2(2 j+1)!} \gamma_{2 j+1-2 k}(u)+\sum_{m=0}^{\infty} \frac{(-1)^{m+k+1} u \pi^{2 m+2 k+1}}{2(2 m+2 k+1)!} \gamma_{2 m+1}(u) .
\end{aligned}
$$

In light of (3.14), we can now let $u \rightarrow 1^{+}$, obtaining

$$
\begin{equation*}
0=\sum_{j=0}^{k-1} \frac{(-1)^{j+1} \pi^{2 j+1}}{2(2 j+1)!} \gamma_{2 j+1-2 k}(1)+\sum_{m=0}^{\infty} \frac{(-1)^{k+1} \pi^{2 k+1} f_{m}}{2(2 m+2 k+1)!} \tag{3.15}
\end{equation*}
$$

where $f_{m}=(-1)^{m} \pi^{2 m} A_{2 m+1}(1 ;-1)$.
Setting $k=1$ in (3.15) and recalling that $\gamma_{-1}(1)=2 \ln 2$, we have the curious formula

$$
\begin{equation*}
\ln 2=\frac{\pi^{2}}{2} \sum_{m=0}^{\infty} \frac{(-1)^{m} \pi^{2 m}}{(2 m+3)!} A_{2 m+1}(1 ;-1) \tag{3.16}
\end{equation*}
$$

We can use (3.13) and (3.15) to deduce the following theorem, which gives $\zeta(2 k+$ 1) recursively in terms of $\ln 2, \zeta(3), \ldots, \zeta(2 k-1)$ :

Theorem 3.3 For any positive integer $k$,

$$
\begin{align*}
(1- & \left.2^{-2 k}\right) \zeta(2 k+1)=\sum_{j=1}^{k-1} \frac{(-1)^{j} \pi^{2 j}}{(2 j+1)!}\left(2^{2 j-2 k}-1\right) \zeta(2 k-2 j+1) \\
& -\frac{(-1)^{k} \pi^{2 k} \ln 2}{(2 k+1)!}+\frac{(-1)^{k} \pi^{2 k+2}}{2} \sum_{m=0}^{\infty} \frac{(-1)^{m} \pi^{2 m} A_{2 m+1}(1 ;-1)}{(2 m+2 k+3)!} \tag{3.17}
\end{align*}
$$

From (3.17), an Euler-type formula for $\zeta(2 k+1)$ can be constructed (see [28] for more details). Finally, we should mention that there are many interesting applications of Eulerian (Euler-Frobinous) polynomials to spline wavelet analysis, for instance, in [29] and [30].
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